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NLC Mutual Use of Artificial Intelligence (AI)



Disclaimer

This NLC Mutual AI Policy (“Policy”) is an internal document and does not constitute legal advice. This document is provided for informational purposes only. By accepting or using this Policy, in whole or in part, you acknowledge that it is being provided “as is” without any representations or warranties, express or implied. NLC Mutual Insurance Company, its affiliates, officers, employees, and agents shall not be liable for any claims, losses, or damages arising from the use of this Policy or reliance on its contents. Recipients are encouraged to seek independent legal counsel to ensure that any use of this Policy complies with applicable laws, regulations, and organizational needs.

Scope

This policy applies to NLC staff members who serve in roles to support NLC Mutual Insurance Company and NLC-RISC. It also covers any third-party contractors or partners that utilize technology systems that are part of the NLC Mutual and RISC environment. The scope is driven reinsurance operations and member support specific to NLC Mutual as well as the shared NLC Mutual/RISC technology environment that is in scope for the IT Security Risk assessments that are performed annually. This policy is in compliance with the internal NLC AI Use Policy though is considered specific to NLC Mutual/RISC staff operations.


Purpose

The purpose of this policy is to provide guidelines and principles for the responsible and ethical usage of Artificial Intelligence (AI). It is intended to provide a mechanism where AI technologies may be utilized to improve efficiency and enhance services to members while ensuring that it aligns with the mission and values of the organization.

AI is a broad term and represents a wide array of technologies where computer systems can analyse information, recognize patterns, and produce output based on those patterns. In this sense, AI systems can leverage machine power and “learn” extremely effectively by analyzing vast amounts of data quickly and returning results almost instantly. AI also represents technologies that can recognize human language, predict future behavior or generate new content. This is called Natural Language Processing (NLP), Predictive Modeling (or Machine Learning), and Generative AI. All of these AI technologies have applicability in how NLC Mutual/RISC serves it members and all are covered by this policy. The focus however will be on Generative AI as AI tools to create content is rapidly becoming commonplace and the policy aspects are such that the principles for Generative AI applies to other AI technology uses. These are covered more in the definition section.

Policy Statement

The usage of Artificial Intelligence (AI) technologies used within NLC Mutual/RISC shall ensure that organization and member data is not compromised. Further, any and all generated content should always be verified by a human staff person before publishing, sharing, or distributing. AI usage should be referenced when used for external communications or important documents that are part of any decision making. For example, a member presentation, board memo, etc. is much more important than a “thank you” email. For transparency, AI usage should be disclosed and properly credited, especially when AI generates content. For example, “This document was created with ChatGPT 3.5 and was edited (heavily | moderately | lightly) by John Doe”. It is the ultimate responsibility of the staff person whose name is associated as the owner of the material to ensure the accuracy, validity and nature of the content that is created by AI.

Rules and Guidelines

NLC Mutual Insurance Company and NLC-RISC employees utilize technology equipment, software systems and access data that is provided for and supported by the company. Because AI technologies, especially generative AI usages are rapidly evolving, the potential impacts may have unintended consequences and unimagined risks. As such, great care must be taken to not compromise the credibility and/or violate the values of the organization. 

· NLC Mutual/RISC shall obtain approval from NLC Mutual CIO before accessing and using AI products and systems. Currently, approved AI products include:
· Domo AI/Domo GPT
· Microsoft CoPilot for M365 (Official Licensed users only)
· AI Chatbots: Open AI’s ChatGPT, Google Gemini (Formerly Bard), and Microsoft CoPilot Standard
· Note: AI Chatbot usage above is only authorized for grammar rewrites and to seek answers to questions. No Company/Member data or Sensitive Personal Data is to be uploaded or referenced with AI Chatbots. Sensitive information includes member premium/exposure/claim information, personally identifiable information of individuals (social security numbers, banking information, driver’s license numbers, medical information, etc.). If unsure, ask your supervisor or the CIO for clarity. 
Definitions

Generative AI: 

Generative AI refers to AI systems capable of generating new content, such as images, text, audio, or videos, that imitates or is indistinguishable from human-created content. It includes technologies such as Generative Adversarial Networks (GANs), Variational Autoencoders (VAEs), and other deep learning-based models. Generative AI models are trained on large datasets and learn the underlying patterns and structures of the data. They can then generate new content that is similar to the examples they were trained on. The generated content can take various forms, such as text, images, music, or even videos.

Narrow or Weak AI: 

Narrow AI refers to AI systems designed to perform a specific task or a set of specific tasks. These systems excel at the task they are programmed for but lack the ability to generalize beyond their specific domain. Examples include voice assistants, image recognition systems, and recommendation algorithms.

Machine Learning: 

Machine Learning (ML) is a subset of AI that focuses on the development of algorithms and models that enable computers to learn from data and make predictions or decisions without being explicitly programmed. ML algorithms learn patterns and relationships from training data and use that knowledge to make predictions or take actions.

Natural Language Processing: 

Natural Language Processing (NLP) focuses on enabling computers to understand, interpret, and generate human language. NLP involves tasks such as text classification, sentiment analysis, machine translation, and question answering systems. NLP techniques are used in various applications like chatbots, virtual assistants, and language translation tools.

Sensitive Personal Data:

Sensitive Personal Data means an individual’s (a) financial account or payment card information; (b) protected health information; (c) personal information of children protected under child protection laws; (d) social security, national identity, or similar personal identifiers; (e) “special categories of personal data” as defined under the General Data Protection Regulation, Regulation (EU) 2016/679 (GDPR); and (f) any other sensitive personal data as such term (or a similar term) is defined under applicable privacy or data protection laws.

Company/Member Data:

Company/Member Data means any confidential, proprietary, or otherwise sensitive data, records, or information entrusted to NLC Mutual/RISC in the course of business operations. This includes, but is not limited to: policyholder details, claims information, premium calculations, underwriting data, actuarial models, exposure assessments, pricing and rate structures, risk evaluations, confidential agreements, proprietary business methodologies, trade secrets, and any other non-public information related to NLC Mutual/RISC or its members. 

Company/Member Data also encompasses any personally identifiable information (PII) or protected health information (PHI) governed by applicable privacy and security regulations.

For the purposes of this policy, non-sensitive or publicly available data that does not include confidential, proprietary, or regulated information may be used in AI tools, provided such use complies with company guidelines and applicable laws.
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